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Classical Langevin dynamics

Let U :RY — R be the potential. We are interested in the “overdamped”
Langevin dynamics in RY

dXt = —VU(Xt)dt + O'th,
and the "underdamped” (kinetic) one

dXt = Oé\/tdt,
dVe = —(yVe + VU(X,))dt + odW,.

Scaling transformation on (X, t) ((X, V,t) resp.) allows one to fix
constants

o=?2
(o, v,0) = (1,1,V2), resp.

upon a redefinition of U.
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dtp=N0p+V-(pVU) on Ry x R?
with stationary solution
Poo(x) o< exp(—U(x))
In the underdamped case, the probability density of Law(X}, V;) solves
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with stationary solution
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Free energy

In the overdamped case, define the free energy

F(p) = energy + entropy = /pU + /plogp
Recall the formula for Helmholtz free energy F = U — TS with convention

S=—kg [ plogp.
Formal calculus, taking into account [ ép =0, gives

dF(p) = /(U+ logp+ 1)dp = /(U—i— log p)op

So the minimizer should let U + log p = constant, i.e. p o< exp(—U(x)).
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Review of linear Langevin dynamics

Free energy descent

Now compute the change of free energy along the Langevin dynamics.
Recall p; solves

Oep=Dp+ V- (pVU)=V-(p(VU + Vlog p))

Hence

d dF(p:) d
—H o) = = — U [
dt (pt]poc) dt p ptU + prlog pe

= /(U + log p)0¢pt

= /(U +log pt)V - (p: V(U + log pt))

2
—/ptIV(U+|0gpt)I2—/‘Vlogppt‘ Pt
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Review of linear Langevin dynamics

Logarithmic Sobolev inequality

Define the relative Fisher information /(p1|p2) = [ |V log %\2;)1.

Free energy descent writes %H(p\poo) = —1(p|pso)-
Note H, ! = 0 iff two measures are identical.

We say poo o exp(—U) satisfies the -LSI if for any measure p, we have

I(plpso) = 26H(plpso)-

Thus if poo satisfies k-LSI, then we have the exponential convergence of
free energy (relative entropy)

H(ptlpoo) < H(po|poo)e .
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Conditions for LSI

(Bakry—Emery) If V2U > k > 0, then ps ox exp(—U) satisfies x-LSI.
Caveat: Otto and Villani use Langevin to prove LSI, so it's a logical loop.
(Holley—Stroock) If p satisfies an LSI, and Iog% is bounded, then p’
satisfies an LS| with a weaker constant.

(Aida—Shigekawa) If p satisfies an LSI, and Iog% is Lipschitz continuous,
then p’ satisfies an LS| with a weaker constant.

These conditions are all dimension-free!
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Review of linear Langevin dynamics

Underdamped case

Free energy F(p) = [ p(U + 3v?) + plog p.
Still true:
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Review of linear Langevin dynamics

Underdamped case

Free energy F(p) = [ p(U + 3v?) + plog p.
Still true:

® poo=Z texp(—U—3v?),Z = [exp(—U — 1v?);
o F(p) = H(plpso) + log Z.
But free energy descent is no longer the same

d 0 /

which is NOT the full Fisher information.

Free energy decrease vanishes for “local equilibrium states”, that is, whose
conditional law p(v|x) o exp(—3v?).

P
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Hypocoercivity

Nevertheless, Villani overcomes the problem by adding a term to relative
entropy

E(p) = H(plpso) + Is(plpoo)

where S is a non-degenerate 2d x 2d matrix and
P\ P
Is(plpc) = / <V log ) SVlog —p.
Poo Poo
If poo satisfies an LSl and V2U is bounded, we can construct S such that

Se() < ~wE(p).
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Mean-field Langevin dynamics

Non-linear energy functional

In classical Langevin, energy is always linear to the measure

oo [ov41)

We consider mean-field interaction E : P(RY) — R U {+00}. Examples:

e E(p)=[pU;

o E(p) = [plh+ 35 [f Ua(x — y)p(dx)p(dy);
@ loss functlon of neural networks.
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Mean-field Langevin dynamics

Linear functional derivative

We say that E : Po(RY) — R is C! if there exists a continuous mapping
§,E : Po(R?) x RY — R such that for all pg, p1 € P2(RY), it holds

1
Elp) ~ E(o) = [ [ 5,E(u.x)(on = o))

where p; = (1 — t)po + tp1.

Examples:
o [0, [ pUl(p,x) = U(x);
o [0p3 [f Ua(x = y)p(dx)p(dy)l(p x) = [ Ua(x — y)p(dy);
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The LFD §,E is defined up to a constant.
If 0,E(p, x) satisfies the definition, then §,E(p, x) + G(p) also does.
To get rid of ambiguity, we define the intrinsic derivative (if it exists)

D,E(p,x) = V«6,E(p, x)
If p; is the flow of measure induced by the exponential of a vector field:

dXe(x) B
) VX0)), Xo(x) = x,

pe = (Xt)#po

Then p solves the continuity equation d;p = —V - (pv).
The change of E is £ E(p;) = [6,E(pe) — V - (pv) = [ D,E - vp.
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Convexity of energy functional

We say E is convex if E(p;) < (1 — t)E(po) + tE(p1),
pt = (1 — t)po + tp; the functional (flat) interpolation.
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Mean-field Langevin dynamics

Convexity of energy functional

We say E is convex if E(p;) < (1 — t)E(po) + tE(p1),
pt = (1 — t)po + tp; the functional (flat) interpolation.

Tangent inequality: E(p1) — E(po) > [ 6,E(po, x)(p1 — po)(dx).
ExampIeS'

e E(p pr (equality);

o E(p) =1 [ Us(x — y)p(dx)p(dy) where all Fourier coefficients
Ug(k) > 0, e.g. Coulumb interaction;

@ neural networks with only one hidden layer.

Our key assumption is the functional convexity of E.
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Mean-field Langevin dynamics
In the overdamped case, we consider

dX; = —D,E(pe, X¢)dt + V2dW,

where p; = Law(X;).
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where p; = Law(X;). In the underdamped case, we consider

dXt - tht
dVi = —(Vi + D,E(pe, Xt))dt + V2dW;

where p; = Law(X;)
Classical case D,E(p,x) = VU(x).
We still define free energy F(p) = E(p) + | plogp.
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Mean-field Langevin dynamics

Mean-field Langevin dynamics

In the overdamped case, we consider
dX; = —D,E(pe, X¢)dt + vV2dW,
where p; = Law(X}). In the underdamped case, we consider
dX; = Vidt
dVi = —(Vi + D,E(ps, Xe))dt + V2dW;

where py = Law(X¢)

Classical case D,E(p,x) = VU(x).

We still define free energy F(p) = E(p) + [ plogp.

Classical overdamped Langevin is gradient descent in sense of JKO:

Phi1= argmin/p(U +log p) + (2h) W (p, o),

. h
lim Pn = Pt
nh—t,n—o0
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Mean-field Langevin dynamics

In the overdamped case, we consider
dX; = —D,E(pe, X¢)dt + V2dW;
where p¢ = Law(X;). In the underdamped case, we consider
dX = Vidt
dVe = —(Ve + D,E(pe, X)) dt + V2dW,

where p; = Law(X;)

Classical case D,E(p,x) = VU(x).

We still define free energy F(p) = E(p) + | plogp.
Overdamped MFL is its generalization

ph. 1 = argmin F(p) + (2h) W5 (p, p}),

: h
lim  ph=pe
nh—t,n—o0
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MFL energy descent (1)

Same calculus as linear shows

% (E(Pt) + /pt Iogpt> = %F(pt) = —1(ptpr)

where p;(x) o< exp(—9,E(pt, x)),
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Mean-field Langevin dynamics

MFL energy descent (1)

Same calculus as linear shows

% (E(Pt) + /pt Iogpt> = %F(pt) = —1(ptpr)

where p;(x) oc exp(—d,E(pt, x)), which is the Gibbs measure of a single
particle as if all the others are frozen.
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MFL energy descent (1)

Same calculus as linear shows

% (E(pr) - /pr Iogpt> = %F(pt) = —1(plpr)

where p;(x) oc exp(—d,E(pt, x)), which is the Gibbs measure of a single
particle as if all the others are frozen.

By convexity and standard arguments there exists unique minimizer of F,
satisfying the fixed point condition poc = foc < exp(—3,E(pz,-)).
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MFL energy descent (1)

Same calculus as linear shows

% (E(pr) - /pr Iogpt> = %F(pt) = —1(plpr)

where p;(x) oc exp(—d,E(pt, x)), which is the Gibbs measure of a single
particle as if all the others are frozen.

By convexity and standard arguments there exists unique minimizer of F,
satisfying the fixed point condition pos = foc < exp(—0d,E(pt,-)). We wish
to show that F(p:) — F(pso) converges exponentially.
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MFL energy descent (1)

Same calculus as linear shows

% (E(pr) - /pr Iogpt> = %F(pt) = —1(plpr)

where p;(x) oc exp(—d,E(pt, x)), which is the Gibbs measure of a single
particle as if all the others are frozen.

By convexity and standard arguments there exists unique minimizer of F,
satisfying the fixed point condition pos = foc < exp(—0d,E(pt,-)). We wish
to show that F(p:) — F(pso) converges exponentially.

Note that

F(pt) — F(pc) = /6PE(pOO>')(pt_poo)+/pt log pt — poc 108 poo

= —/logpoo(pt — Poo) + /pt log pt — poc 108 poo
= H(pt|pso)-
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MFL energy descent (2)

We suppose p; o< exp(—d,E(pt, -)) satisfies uniform LSI.
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Mean-field Langevin dynamics

MFL energy descent (2)

We suppose p; o< exp(—d,E(pt, -)) satisfies uniform LSI.

For example, suppose the LFD is of form 6,E(p, x) = g(x) + h(p, x),
where V2g > x > 0 and h(p, x) be uniformly bounded. Then apply
Bakry—Emery and Holley-Stroock.
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Mean-field Langevin dynamics

MFL energy descent (2)

We suppose p; o< exp(—d,E(pt, -)) satisfies uniform LSI.
For example, suppose the LFD is of form 6,E(p, x) = g(x) + h(p, x),

where V2g > x > 0 and h(p, x) be uniformly bounded. Then apply
Bakry—Emery and Holley-Stroock.

Let k' be the uniform LSI constant.

o lpelie) > Hipelpe)
:/pt(logpt—I-(SpE(pt,-))—l-|og/exp(—5pE(pt,-))

— [ pellog e+ 6,E(pe, )+ log [ exp(=5,E(pr,) ~ log po)on
> /pr(logpt+6pE(pr,-)) _/(6PE(pf7')+|ongO)poo

— [ G0 Yox = o) + H(pe) — Hlpoc) = F(pe) — F(pc)
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Mean-field Langevin dynamics

Hypocoercivity with mean-field interaction

A la Villani, we consider the functional

£() = E(0) + 5 / e / plog p+ Is(old).

Here p o exp (—0,E(p, x) — 3v?).

Songbo Wang (X/CMAP) Uniform PoC for MFL SémDocFIME, 2023/02/17 19/28



Mean-field Langevin dynamics

Hypocoercivity with mean-field interaction

A la Villani, we consider the functional

£() = E(0) + 5 / e / plog p+ Is(old).

Here p o exp (—0,E(p, x) — 3v?).
If

@ p; has uniform LSI;
e VD,E(pt, x) uniformly bounded;
o [IDZE(ps, x,y)[*pe(dx)pe(dy) uniformly bounded;
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Mean-field Langevin dynamics

Hypocoercivity with mean-field interaction

A la Villani, we consider the functional

£() = E(0) + 5 / e / plog p+ Is(old).

Here p o exp (—0,E(p, x) — 3v?).
If

@ p; has uniform LSI;
e VD,E(pt, x) uniformly bounded;
o [IDZE(ps, x,y)[*pe(dx)pe(dy) uniformly bounded;

we can construct non-degenerate S such that

%g(pt) < —/{'(E(pt) —E&(peo))-
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Propagation of chaos

Particle approximation

We consider the overdamped particle system
dX] = —D,F(u*t, X])dt +V2dW|

where pXt = & Z,N:l dx; is the empirical measure.
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Propagation of chaos

Particle approximation

We consider the overdamped particle system
dX] = —D,F(u*t, X])dt +V2dW|

where pXt = & Z,N:l dx; is the empirical measure.
We hope to show that when N — oo, the joint

pN = Law(X}, ..., XN) — p2N in some sense. This convergence is called
propagation of chaos.
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Propagation of chaos

Particle approximation

We consider the overdamped particle system
dX] = —D,F(u*t, X])dt +V2dW|

where pXt = & Z,N:l dx; is the empirical measure.
We hope to show that when N — oo, the joint

pN = Law(X}, ..., XN) — p2N in some sense. This convergence is called
propagation of chaos.
Similarly the underdamped system can be defined

dX! = Vjdt
dVi = —(V{ + D,F(u*eVe, X)) dt + v2dW;]

Songbo Wang (X/CMAP) Uniform PoC for MFL SémDocFIME, 2023/02/17 20/28



Propagation of chaos

Particle approximation

We consider the overdamped particle system
dX] = —D,F(u*t, X])dt +V2dW|

where pXt = & Z,N:l dx; is the empirical measure.
We hope to show that when N — oo, the joint

pN = Law(X}, ..., XN) — p2N in some sense. This convergence is called
propagation of chaos.

Similarly the underdamped system can be defined
dX! = Vjdt
dVi = —(V{ + D,F(u*eVe, X)) dt + v2dW;]

and we can consider plV = Law(X/, V)N, — p¥N.
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Propagation of chaos

Distances between probability measure

We wish to show uniformly in t.

L

1
W (o o), L H (e 1) = 0

N
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Propagation of chaos

Distances between probability measure

We wish to show uniformly in t.

1 1
aWa et ™), 1 H (et o) = 0

The factor % takes into the account the addivity w.r.t. tensorization

Wipo ' sv @ v') = Wiu, 1) + Wiy, /)
H(u® v @ v') = H(uly') + H( )
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Propagation of chaos

Distances between probability measure

We wish to show uniformly in t.

1 1
aWa et ™), 1 H (et o) = 0

The factor % takes into the account the addivity w.r.t. tensorization

Wipo ' sv @ v') = Wiu, 1) + Wiy, /)
H(u® v @ v') = H(uly') + H( )

Synchronized coupling gives Grénwall-type growth estimate

1 1 C
SWE(. pEN) < o exp(COWR (ol o§™) + - (exp(CE) — 1).
Songbo Wang (X/CMAP) Uniform PoC for MFL SémDocFIME, 2023/02/17
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Propagation of chaos

Distances between probability measure

We wish to show uniformly in t.

12

N W2

1
N &N
( )7 N

N[, ®N
Pt > Pt H(p; ’p? )—0
The factor % takes into the account the addivity w.r.t. tensorization

Wipo ' sv @ v') = Wiu, 1) + Wiy, /)
H(u® v @ v') = H(uly') + H( )

Synchronized coupling gives Grénwall-type growth estimate
12 N @N 1 2( N ®N ¢
nWalpe,pe™) < exp(Ct)Wi(pg, pg ™) + 4 (exp(Ct) —1).

We focus on the long-time behavior of the particle system.
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Propagation of chaos

Free energy descent for particle system (1)

We note that the N-particle system is subject to the potential in RV?

N
UN(Xl,- . .,XN) = NE (;[Z(SX'> = NE('U/X)

i=1

N

1 .

ViU(xi,...,xn) = D,E (N S, Xi | = DyE(p*, x').
j=1
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Propagation of chaos

Free energy descent for particle system (1)

We note that the N-particle system is subject to the potential in RV?

UN( _ (1 . ) _ x
Xi,...,xn) = NE Z = NE(1¥)

=1

N
V,-UN(xl,.. S XN) = Z W, Xi | = DpE(,U,X,Xi).
Define free energy F’V( [ E(¥)pN(dx) + [ pVlog pN and the
invariant measure p o exp( E(p~ )) We know by classical results

d d
9N NNy — (NN Y
p” () = p H(pt o) (0t 1Po)
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Propagation of chaos

Free energy descent for particle system (1)

We note that the N-particle system is subject to the potential in RV?

UN( _ (1 . ) _ x
Xi,...,xn) = NE Z = NE(1¥)

=1

N
V,-UN(xl,.. S XN) = Z W, Xi | = DpE(,U,X,Xi).
Define free energy F’V( [ E(¥)pN(dx) + [ pVlog pN and the
invariant measure p o exp( E(p~ )) We know by classical results

d d
9N NNy — (NN Y
p” () = p H(pt o) (0t 1Po)

However, under our conditions the LS| constant for pXY vanishes when
N — oo.
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Propagation of chaos

Free energy descent for particle system (2)

Our idea is to decompose /(pN|pN) componentwise.
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Propagation of chaos

Free energy descent for particle system (2)

Our idea is to decompose /(pN|pN) componentwise. Denote
—i=1{1,...,nM\{i} and for pN € P(RN¥), denote
@ the marginal distribution by pﬁ”m,ik(x,-l, e X0 )
@ the conditonal distribution by
p’,.\|l_i(X,'|X17 ey Xj—1, Xi41y e ,Xn) = pll.\|l_i(X,'|X_,').
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Propagation of chaos

Free energy descent for particle system (2)

Our idea is to decompose /(pN|pN) componentwise. Denote
—i=1{1,...,nM\{i} and for pN € P(RN¥), denote

o the marginal distribution by p . (xi,...,X;);
@ the conditonal distribution by
P,,'\|I_,'(Xi|X17 s Xim1y XLy e e e s Xn) = P,,'\|I_,'(Xi|x—i)-

Fisher information decomposes

N 2
p\ ltplt

N

I| i,ool’ —i,00

N N
Pi|—itP—i

I(py ’f)oo =

N
_Z [/’DE,u X)—i—VIogp,‘l
i=1

Modulo an o(1) error, we may replace pu* by p*-

N
Pi|,}

i Ox-

Songbo Wang (X/CMAP)
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Propagation of chaos

Free energy descent for particle system (3)
Hence I(pf|ph) = SIL B (o} 1A ) + o(N), with

P o exp(—3,E(u*, x').
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Free energy descent for particle system (3)

Hence I(p!|o!%) = S B~ 1ol Ipf)_,) + o(N), with

,6,/-\(7,- o< exp(—d,E(7, x").

This is the equilibrium measure for j-th particle as if all the other particles
are frozen.
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Free energy descent for particle system (3)

Hence I(p!|o!%) = S B~ 1ol Ipf)_,) + o(N), with

,6,/-\(7,- o< exp(—d,E(7, x").

This is the equilibrium measure for j-th particle as if all the other particles
are frozen. The benefit is it satisfies LSI uniformly in N, .
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Free energy descent for particle system (3)
Hence 1(pf'|p%%) = Sl B/ (o)) 15} ;) + o(N), with
,6,/-\(7,- o< exp(—d,E(7, x").

This is the equilibrium measure for j-th particle as if all the other particles
are frozen. The benefit is it satisfies LSI uniformly in N, .
Applying LSI and use Jensen's inequality as before

N N
1 _; . _ .
25l E™ I(p/{\\l—i,t|pf\|l—i) = ZE IH(P,{\\I_i,t|P,I'\|I_;)
i i=1

=1
N .
=Y B (0, x) + logoll_ ) + o [ exp(~3,E(e7)
=1
N

/p| it — Poo)OpE(1 ’~Xi)+/p?'_;|0gpf‘|’_/—poologpoo
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Propagation of chaos

Free energy descent for particle system (4)

By convexity of E, we have
EN(pt') — NE(po) = NE[E(1¥) — E(peo)]

< VB[ 8,EGX )X — prc) )

=E

N
Z(SPE(N’XaXi,t)_/5PE(:U’X7X)/)OO(O'X)]

i=1
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Propagation of chaos

Free energy descent for particle system (4)

By convexity of E, we have
EN(pt') — NE(po) = NE[E(1¥) — E(peo)]

< VB[ 8,EGX )X — prc) )

=E

N
Z(SPE(N’XaXi,t)_/5PE(:U’X7X)/)OO(O'X)]

i=1

Again changing p* to =7 and use the information inequality

N
ZE—i/pI{\"_i log o1\, > /pN log o,
i=1
we derive
—FN(pY) < —26'(FN(p}) — NF(poo)) + o(N).
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Propagation of chaos

Free energy descent for particle system (5)

Previous differential inequality gives bound on energy of one side

VD) < Flom) = (PO~ Flom) ) e 4 00,
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Free energy descent for particle system (5)

Previous differential inequality gives bound on energy of one side
1 1 o
VD) < Flom) = (PO~ Flom) ) e 4 00,

The other bound is obtained by convexity

%FN(in) — F(pso) = E[E(1) — E(poo)] +,i,/piv log pp! — /poo log poc

1
>E U%E(poo,-)(uxf _poo)] + N/p?' |0gp?’—/poo log poc

N
1 1
= N/(piv—p?;N)Z%E(poo,X’)Jr N/p?’ log oYY — p2 log pS
i=1

1
= M pEY) > 0.
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Propagation of chaos

Propagation of chaos in long time

From previous computations, & H(pMN|p2N) < Coe™2%'t + o(1).
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Propagation of chaos

Propagation of chaos in long time

From previous computations, & H(pMN|p2N) < Coe™2%'t + o(1).
Tensorizing MFL H(pt|poc), we have %H(P?NWE%N) < Goe 2t
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Propagation of chaos

Propagation of chaos in long time

From previous computations, H(pY|pSN) < Coe™ 25t 4 o(1).
Tensorizing MFL H(p¢|poo), we have & H(pPV[pEN) < Goe=2't.
Since poc < exp(—0d,E(poo, -)) satisfies a LSI pZN too with the same
constant.
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Propagation of chaos

Propagation of chaos in long time

From previous computations, & H(pMN|p2N) < Coe™2%'t + o(1).
Tensorizing MFL H(p¢|poo), we have & H(pPV[pEN) < Goe=2't.
Since poo o exp(—0,E(poo, -)) satisfies a LSI, p@N too with the same

constant.
LS| implies Talagrand's T, inequality, % W2 (p, p2N) < H(p|p2N)
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Propagation of chaos

Propagation of chaos in long time

From previous computations, & H(pMN|p2N) < Coe™2%'t + o(1).
Tensorizing MFL H(p¢|po), we have & H(p} BN | pENY < Coe=2't,

Since poc < exp(—0d,E(poo, -)) satisfies a LSI pZN too with the same
constant.

LSl implies Talagrand’s T inequality, % W2 (p, pEN) < H(p|p&N)
Hence

1 1 1
W5 (p, peN) < —WE (Y, p2) + S WE(pEN, p2N)
N N N
21 Co oy
< 2 (HEM0E™) + HOE M) < et 4 o(1)
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Propagation of chaos

Propagation of chaos in long time

From previous computations, H(pY|pSN) < Coe™ 25t 4 o(1).
Tensorizing MFL H(p¢|po), we have & H(p} BN | pENY < Coe=2't,

Since poc < exp(—0d,E(poo, -)) satisfies a LSI pZN too with the same
constant.

LSl implies Talagrand’s T inequality, % W2 (p, pEN) < H(p|p&N)
Hence

1 1 1
W5 (p, peN) < —WE (Y, p2) + S WE(pEN, p2N)
N N N
21 Co oy
< 2 (HEM0E™) + HOE M) < et 4 o(1)

If E is regular enough, o(1)-term is actually O(N~1).
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Propagation of chaos

Propagation of chaos in long time

From previous computations, +H(pl|p&N) < Coe 2"t 4 o(1).
Tensorizing MFL H(p¢|poo), we have & H(pPV[pEN) < Goe=2't.
Since poc < exp(—0d,E(poo, -)) satisfies a LSI pZN too with the same
constant.

LSl implies Talagrand’s T inequality, % W2 (p, pEN) < H(p|p&N)
Hence

1 1 1
W5 (p, peN) < —WE (Y, p2) + S WE(pEN, p2N)
N N N
21 Co oy
< 2 (HEM0E™) + HOE M) < et 4 o(1)

If E is regular enough, o(1)-term is actually O(N~1).
Convergence of relative entropy requires uniform LSI for p;.
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Propagation of chaos

Underdamped case

Still WIP, but method largely the same:

o Define a Lyapunov £V for N-particle system;
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Propagation of chaos

Underdamped case

Still WIP, but method largely the same:
o Define a Lyapunov £V for N-particle system;

o Compute hypocoercivity ZEN < —«'I¥, uniformly in N;
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Propagation of chaos

Underdamped case

Still WIP, but method largely the same:
o Define a Lyapunov £V for N-particle system;
o Compute hypocoercivity ZEN < —«'I¥, uniformly in N;

@ Use convexity and p* <> = tricks before applying LSI,
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Propagation of chaos

Underdamped case

Still WIP, but method largely the same:
o Define a Lyapunov £V for N-particle system;
o Compute hypocoercivity ZEN < —«'I¥, uniformly in N;
@ Use convexity and p* <> = tricks before applying LSI,

@ Bound relative entropy by free energy difference.
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Propagation of chaos

Underdamped case

Still WIP, but method largely the same:
o Define a Lyapunov £V for N-particle system;
o Compute hypocoercivity ZEN < —«'I¥, uniformly in N;
@ Use convexity and p* <> = tricks before applying LSI,
@ Bound relative entropy by free energy difference.

The method for relative entropy's and relative Fisher information’s
convergence is different, and we lose some exponents in M.
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